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Let us distinguish 
two classes of “efficiencies.”

Application
efficiency

Network
efficiency

More “data” per Byte

Fewer Joules per Byte

 Both matter

 Independent
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The Internet core consumes 
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than wireless LANs.

Gupta and Singh

SIGCOMM 2003



The Internet core consumes 
more Joules per Bytes 
than wireless LANs.

Gupta and Singh

2x and 24x more...

depending on your hypotheses

SIGCOMM 2003



Network devices 
are always “on.”

1.

Network devices’ energy consumption 
is mainly independent of traffic load.

2.

Network devices 
are under-utilized. 

3.



Network devices 
are always “on.”

1.

Network devices’ energy consumption 
is mainly independent of traffic load.

2.

Network devices 
are under-utilized. 

3.



Network devices 
are always “on.”

 Peak traffic 

 Fault tolerance

1.

ISP overprovision
networks to support

Network devices’ energy consumption 
is mainly independent of traffic load.

2.

Network devices 
are under-utilized. 

3.



 Peak traffic 

 Fault tolerance

ISP overprovision
networks to support

Network devices 
are always “on.”

1.

Network devices’ energy consumption 
is mainly independent of traffic load.

2.

Network devices 
are under-utilized. 

3.

what you get

what you want



Networking researchers investigated 
powering devices off to save energy.

Proofs of concept show the 
potential saving opportunities 

One example

NSDI 2010ElasticTree



Networking researchers investigated 
powering devices off to save energy.

Proofs of concept show the 
potential saving opportunities 

But...

 Convergence issues
when turning on/off devices

 Management issues
with complexity and scalability

 Start-up delay issues
between 30s and 3min

One example

NSDI 2010ElasticTree
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The “smart dust” – 1999, Berkeley The Internet of Things – 2022

There are 2+ decades of research dedicated to 
exchanging information with minimum energy!



There are 2+ decades of research dedicated to 
exchanging information with minimum energy!

In low-power wireless networking
energy efficiency boils down to
turning the radios off 
as long as possible.

 Centralized

 Distributed

 Hybrid / Mixed

Different routing strategies

State-of-the-art is 
batteryless networking!



Networked Embedded Systems researchers have been 
designing and deploying networks that successfully 
route packets using “off-by-default” principles.
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Can computer networking 
find inspiration from the 
low-power networking literature?

1.

If we redesign routing with 
energy efficiency as primary objective,
what would it look like? 

2.

How much energy savings 
can be obtained without 
degrading the QoS? 

3.

Is it worth it?



[in an ideal world]

≥ 50%  given

 Τ𝑃0 𝑃1 ≥ 0.5

 Utilization ≤ 30%

We could save 50% energy
in today’s ISP networks.

Possible savings are



From “low-power” 
to “ready-to-forward”

To harness these benefits, we must
speed up the devices “start-up time.”

Routing
protocols

Networking
hardware

Networking
software xx
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The embodied costs of ICT devices is surprisingly high 
compared to operational ones.

52% for laptops

for smartphones72%

Producing these devices
has a larger carbon footprint
than using them... !

Frugal Computing. 
Wim Vanderbauwhede, 06/2021, Online.

https://wimvanderbauwhede.github.io/articles/frugal-computing/
https://wimvanderbauwhede.github.io/articles/frugal-computing/
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The embodied costs of ICT devices is surprisingly high 
compared to operational ones.

52% for laptops

for smartphones72%

10-20% for servers

Producing these devices
has a larger carbon footprint
than using them... !

for networking devicesunclear Likely in the same ballpark

Frugal Computing. 
Wim Vanderbauwhede, 06/2021, Online.

https://wimvanderbauwhede.github.io/articles/frugal-computing/
https://wimvanderbauwhede.github.io/articles/frugal-computing/


Reducing the embodied cost is simple:
Use the hardware longer.

Refresh rates are
around 3-5 years

Today
only.

Easy to extend

Useful Life of IT Network Equipment: Assets & Perspective
icorps Technologies, 02/2015, Online.

https://blog.icorps.com/determining-the-useful-life-of-your-it-network
https://blog.icorps.com/determining-the-useful-life-of-your-it-network
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“Older” networks are not necessarily less reliable.

The vast majority of network 
hardware failures take place within 
the first 30 days of installing brand new, 
out-of-the-box network hardware.

CXTEC

Surprising truth about network hardware failures. 
CXTEC, 03/2022, Online.

https://www.cxtec.com/blog/network-hardware-failures-shocking-truth/
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“Older” networks are not necessarily less reliable.

The vast majority of network 
hardware failures take place within 
the first 30 days of installing brand new, 
out-of-the-box network hardware.

CXTEC

Manufactured products typically fail 
following a “bathtub” profile.

Surprising truth about network hardware failures. 
CXTEC, 03/2022, Online.

https://www.cxtec.com/blog/network-hardware-failures-shocking-truth/
https://www.cxtec.com/blog/network-hardware-failures-shocking-truth/


Devices that never failed in 3 years 
are unlikely to fail anytime soon after.

 Main network vendors ensure 
a 5-years window between 
end-of-sale and end-of-support.

 Some companies specialize in 
refurbishing network hardware
with extensive warranties
— sometimes even unlimited!

Two hints in that direction
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We must understand 
better the aging of
networking devices.

5
15

3 years

more ?

 What are the practical consequences 
of operating older devices? 

 When do aging effects appear?

When does it really make sense 
to renew networking hardware? 



Not necessarily.

Okay, but

 Less reliable

 Less secure

 Harder to manage See paper

Wouldn’t this make networks
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Help welcome!
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