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What packet to send next ?

Packet scheduling tries to answer 

a very simple question

and when?



Minimize tail latency

Minimize flow completion times

Enforce fairness

Prioritize packets with high slack time

Prioritize packets from short flows

Send one packet from each class at a time

FIFO+

pFabric, PIAS

RR, WFQ

Countless packet scheduling algorithms  

have been proposed



A universal packet scheduler does not exist 

NSDI'16



We should make packet scheduling programmable 

SIGCOMM'16



Programmable scheduler

2p.rank = f.size

f = flow(p)

Push-In First-Out (PIFO) queues enable 

programmable packet scheduling

Rank computation 

programmable

PIFO queue 

fixed
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Programmable scheduling allows 

deploying any one algorithm



Programmable scheduling allows 

deploying any one algorithm

FIFO+

pFabric

RR

PIAS

EDF

WFQ

SFQ

STFQ

SRPT

LSTFSFF

PQ

…

Which one?



Programmable scheduling allows 

deploying any one algorithm

FIFO+

pFabric
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Can we run multiple scheduling algorithms…

on the same resources?

simultaneously,



Different scheduling algorithms

The way in which algorithms clash

clash with each other

changes over time

Reviewer 2: No, we can’t 



Ranks: Remaining flow size Ranks: Flow deadline

Minimize FCTs Maximize satisfied deadlines

Naively merging scheduling algorithms 

does not work

e.g., 1000, 10^6 (bytes) e.g., 10, 20, 40 (ms)

pFabric EDF
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Ranks: Remaining flow size Ranks: Flow deadline

Minimize FCTs Maximize satisfied deadlines

Naively merging scheduling algorithms 

does not work

e.g., 1000, 10^6 (bytes) e.g., 10, 20, 40 (ms)
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Information in packet ranks is relative 

We can normalize and quantize policies

We can reason about worst-case performance

to compare them fairly

and update policies at runtime 

We can define high-level policies

to decide what to prioritize in case of clash



Inputs

What would it take to run  

multiple scheduling algorithms?

Tenant 1 Tenant 2 Tenant 3

pFabric EDF WFQPrioritize tenant 1 

Operator
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multiple scheduling algorithms?
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Inputs

What would it take to run  

multiple scheduling algorithms?

Techniques

Tenant 1 Tenant 2 Tenant 3

Hypervisor

pFabric EDF WFQ

Hardware Scheduler

Operator

Prioritize tenant 1 



 Introducing… 

QVISOR

A packet scheduling  

hypervisor



Tenants have the illusion that  

their traffic is scheduled by a PIFO queue

879

Packet sequenceTenant 1

Tenants label each packet with a rank 

and the tenant ID

pFabric



3T31T28T17T19T1

Packet sequenceTenant 1

Tenant 2

Tenant 3

Tenants label each packet with a rank 

and the tenant ID

Tenants have the illusion that  

their traffic is scheduled by a PIFO queue

pFabric

EDF

FQ



Operators define their policy  

with a composition language 

Strict priority>>

> Best-effort priority

+ Sharing

T1 >> T2 + T3

Tenants have the illusion that  

their traffic is scheduled by a PIFO queue

Policy:



Tenant 1 Tenant 2 Tenant 3

QVISOR

pFabric EDF WFQ

Operator

Hardware Scheduler

T1 >> T2 + T3

QVISOR takes as input the policies from  

the tenants and the operator 

Packets



Packets

Tenant 1 Tenant 2 Tenant 3

QVISOR Synthesizer

pFabric EDF WFQ

Operator

Hardware Scheduler

QVISOR synthesizes a joint scheduling function 

and deploys it to hardware

Pre-processor

QVISOR

T1 >> T2 + T3



Currently, the synthesizer supports  

two operation types 

QVISOR’s synthesizer generates a set of  

rank-transformation functions

Rank normalizations

Rank shifts

{ 7, 8, 9 }

{ 700, 800, 900 } { 7, 8, 9 }

{ 1, 2, 3 }



Tenant 1 Tenant 2 Tenant 3

QVISOR Synthesizer

{ 7, 8, 9 } { 1, 3 } { 1, 2 }

{ 7, 8, 9 } { 1, 3 } { 1, 2 }

{ 1, 2, 3 } { 4, 6 } { 5, 7 }

Operator

T1 >> T2 + T3

QVISOR’s synthesizer generates a set of  

rank-transformation functions

Rank-transformation 

functions



Tenant 1 Tenant 2 Tenant 3

QVISOR Synthesizer

{ 7, 8, 9 } { 1, 3 } { 1, 2 }

Rank-transformation 

functions

Operator

T1 >> T2 + T3

QVISOR’s synthesizer generates a set of  

rank-transformation functions

T1: {7,8,9}      
T2:    {1,3}         
T3:    {3,5}       

QVISOR  Pre-processor

{1,2,3} 
{4,6} 
{5,7}



QVISOR’s pre-processor applies the transformation functions 

at line rate in the data plane

T1: {7,8,9}      
T2:    {1,3}         
T3:    {3,5}       

QVISOR  Pre-processor

{1,2,3} 
{4,6} 
{5,7}

31879

PIFO
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QVISOR’s pre-processor applies the transformation functions 

at line rate in the data plane

T1: {7,8,9}      
T2:    {1,3}         
T3:    {3,5}       

QVISOR  Pre-processor

{1,2,3} 
{4,6} 
{5,7}

31879

PIFO 12345

T1 >> T2 + T3



QVISOR Synthesizer

Tenant 1 Tenant 2 Tenant 3

pFabric EDF WFQ

Operator

Hardware Scheduler

Pre-processor

QVISOR

T1 >> T2 + T3

Rank transformation

Configuration

Specification

QVISOR



Check our paper!

nsg.ee.ethz.ch
+ more on packet scheduling!

Evaluation

How to run on 
existing devices

Future research


